
 

CITY OF CARMEL-BY-THE-SEA
Notice and Agenda

 

Contact: 831.620.2000 www.ci.carmel.ca.us

Community Meeting Notice

Thursday, October 24, 2024
1:00 PM

FLOCK CAMERA AD HOC COMMITTEE MEETING

WHAT: Community meeting hosted by Councilmember Alissandra Dramov and Mayor
Pro Tem Bobby Richards with staff support from Chief Tomasi, to discuss and receive
feedback from the public on the number and location of the Flock license plate reader
cameras throughout the Village. Information gathered from the meeting will inform a

future Ad Hoc Committee recommendation to the full City Council.

WHERE: City Council Chambers located on Monte Verde Street between Ocean and
Seventh Avenues, Carmel-by-the-Sea, and via Zoom Webinar.

ATTENDANCE OPTIONS: The meeting will be held in person in the Council Chambers
and via Zoom Webinar. You may also watch the livestream on the City's YouTube Page

at: https://www.youtube.com/@CityofCarmelbytheSea/streams. Please note that the
community meeting will proceed as normal even if there are technical difficulties

accessing Zoom. The City will do its best to resolve any technical issues as quickly as
possible. To participate in the meeting via Zoom, copy and paste the link below into your

browser.

https://ci-carmel-ca-us.zoom.us/j/83037519057 Webinar ID: Webinar ID: 830 3751 9057
Passcode: 278872 Dial in: (253) 215-8782

HOW TO PARTICIPATE: The public may give their comments on Flock Cameras in
person, or using the Zoom teleconference module, provided that there is access to

Zoom during the meeting. Zoom comments will be taken after the in-person comments.
The public can also email comments to cityclerk@ci.carmel.ca.us, with "Flock Cameras"
in the subject line of the email. Speakers will have five (5) minutes to speak; but that limit

may be increased or decreased at the meeting.

AGENDA ITEMS:

A. Introduction and Welcome from the Flock Camera Ad Hoc Members,
Councilmember Dramov and Mayor Pro Tem Richards

B. Discussion and information gathering session on the number and placement of Flock
license plate reader cameras throughout the Village.



ADJOURNMENT

A. Correspondence Received After Agenda Posting

B. Presentation and other documents received after agenda posting

This agenda was posted at City Hall, Monte Verde Street between Ocean Avenue and 7th Avenue, Harrison Memorial Library,
located on the NE corner of Ocean Avenue and Lincoln Street, the Carmel-by-the-Sea Post Office, 5th Avenue between Dolores
Street and San Carlos Street, and the City's webpage http://www.ci.carmel.ca.us in accordance with applicable legal requirements.

SPECIAL NOTICES TO PUBLIC
In compliance with the Americans with Disabilities Act, if you need special assistance to participate in this meeting, please contact
the City Clerk's Office at 831-620-2000 at least 48 hours prior to the meeting to ensure that reasonable arrangements can be
made to provide accessibility to the meeting (28CFR 35.102-35.104 ADA Title II). 

http://www.ci.carmel.ca.us


CITY OF CARMEL-BY-THE-SEA
COMMUNITY MEETING

Staff Report 

October  24, 2024

TO: Community Meeting Members 

SUBMITTED BY: Chip Rerig, City Administrator

SUBJECT: Discussion and information gathering session on the number and placement of Flock
license plate reader cameras throughout the Village. 

RECOMMENDATION:
Hold a discussion and information gathering session on the number and placement of Flock license plate
reader cameras throughout the Village.

BACKGROUND/SUMMARY:
On June 10, 2024, the Flock Ad Hoc Committe held a Community Meeting to discuss the Flock Cameras
and answer questions from the public. Staff's presentation slides from  the June 10, 2024 Flock Ad Hoc
meeting are attached to this staff report as Attachment 1 for additional background.

FISCAL IMPACT:

PRIOR CITY COUNCIL ACTION:

ATTACHMENTS:

Flock Camera Presentation - 6-10-2024 Ad Hoc Meeting



Ad Hoc Committee Meeting 

June 10th 2024

Attachment 1



Today's Topics
● Introduction to Flock
● Addressing Community Concerns

○ Privacy 
○ Number of Cameras 
○ Location of Cameras
○ Aesthetics 
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What is Flock?

● Founded in 2017
● License Plate Reader (LPR) Technology 
● Used in 42 US States and 4,000+ cities;
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Monterey County Agencies Using Flock
● Pacific Grove PD - 12
● Salinas PD - 72
● Marina - 20
● Seaside - 25 + 1 mile gunshot detection
● Sand City - 10
● Monterey - 34
● Soledad- 6 (final council approval next week)
● Monterey Co - 60
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How Flock Works?
● Photographs license plates and stores that image in the cloud 
● Sends a notification to email or phone if a: 

○ Stolen vehicle is detected
○ Stolen license plate is detected
○ Amber or Silver alert (Missing children/adults)
○ Manuel entry for wanted person or vehicle
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What happens when a wanted vehicle passes a FLOCK camera?

A text message or email is sent to the police officers on duty, notifying them of a stolen 
vehicle/wanted vehicle/missing person. A photograph is also sent
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Recent Carmel Police Department Flock Alerts: 
04/30/2024: A person wanted for sexual assaulting a 7 year old in Seaside was captured on Flock. The 
suspect was arrested. 
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Recent Carmel Police Department Flock Alerts: 

On 5/1/24, Seaside and Monterey Police were searching for a carjacker, 
burglar, and kidnapper, last seen driving a white van with license plate 
8BNP560
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Privacy Concerns
● Flock does not capture people (i.e Facial recognition)
● Data is only retained for 30 days
● Manual searches for license plates can be done but only with a report 

number or reported crime (Misdemeanor or Felony)
● Flock does not continuously record or record live feeds

○ We do have 6 perimeter cameras that do live feed (approved by 
council in 2017)
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Transparency Portal
● ci.carmel.ca.us/police-fire
● External organizations share 
● Number of searches in last 30 days (29 as of 5/14/24)
● Public Search Audit (Date, time, reason why the search 

was done)
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Camera Locations in CBTS
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Number of Cameras
What’s the Right Number?  

Valuable tool for Police

● Crime Trends
○ Robbery/Theft Crews
○ Sideshow Activity

● Missing Persons
● Stolen Vehicles
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Number of Cameras

● Crime Fighting Techniques
○ 2000 era - ROPE - Roadblock Observation Plan 

or Enforcement
○ Flock helps us prevent crime and Catch 

Criminals 
● Change in Policing 

○ Techniques
○ Staffing 
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Network of Cameras

● Using Technology to 
our Advantage
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Number of Cameras
What is a good Balance?

Goal   

● Keep Community Safe
● Prevent Crime
● Solve Crimes 

● Business District Only?
● Residential District Only?
● Combination?
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Aesthetics 
What do we want?

● Solar?
● Electric?
● Combination? (Electric where possible?)

Goal: Place cameras in the most beneficial locations while 
not disrupting the look of the village.
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Questions

?
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Recommendation
Chief’s Recommendation!!!

1. Begin w/Flock Cameras at Perimeter Camera Locations 
(6)- Outer Perimeter

2. Add Cameras around Business District (10-17)-Inner 
Perimeter-No cameras in residential area (except 
for (6) on Perimeter Cameras

3. Look for hardwiring options in as many locations as 
possible- Light Poles, PG&E poles, Eves of 
businesses.  Solar only in areas where no other 
option is available.

4. Provide yearly report to council on camera use. 
(Justify Numbers) Council to approve contract 
extension & number of cameras.   
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Next Steps
● Identify locations in business district  

where cameras can remain, be installed, 
be removed.  Come back in July with 
specific locations and numbers of cameras 
in downtown between 10-20.   

Attachment 1



CITY OF CARMEL-BY-THE-SEA
COMMUNITY MEETING

Staff Report 

October  24, 2024

TO: Community Meeting Members 

SUBMITTED BY: Chip Rerig, City Administrator

SUBJECT: Correspondence Received After Agenda Posting 

RECOMMENDATION:

BACKGROUND/SUMMARY:

FISCAL IMPACT:

PRIOR CITY COUNCIL ACTION:

ATTACHMENTS:

Correspondence #1



Nova Romero <nromero@ci.carmel.ca.us>

Ad hoc Flock cameras 🤨must read
christy Hollenbeck > Wed, Oct 23, 2024 at 11:57 PM
To: Bobby Richards <brichards@ci.carmel.ca.us>, Alissandra Dramov City 🛑 <adramov@ci.carmel.ca.us>, Nova Romero
<nromero@ci.carmel.ca.us>, Mayor Dave Potter <dpotter@ci.carmel.ca.us>, Karen Ferlito <kferlito@ci.carmel.ca.us>, Jeff
Baron <jbaron@ci.carmel.ca.us>

 Please enter into the record for the Flock Camera Ad Hoc meeting.
Thank you!
Christy Hollenbeck

 Fast-Growing Company Flock is Building aNew AI-Driven Mass-Surveillance System
By Jay Stanley
March 3, 2022
A new and rapidly growing surveillance company called Flock Safety is building a form of mass surveillance unlike any
seen before in American life. The company has so far focused on selling automatic license plate recognition (ALPR)
cameras to homeowner associations and other private parties, as well as to police departments. But it has done so
through a business model that effectively enlists its customers into a giant centralized government surveillance network —
and the company is aiming to expand its offerings beyond ALPR to traditional video surveillance, while also expanding its
AI machine vision capabilities.
In this paper, we look at this company’s products, business model, and future aims, and how those embody some of the
more worrisome trends in surveillance technology today. Flock is not the only company engaging in mass collection of
ALPR data; Motorola Solutions and the company it acquired, Vigilant Solutions, also run a giant nationwide ALPR
database, and have recently made a bid to compete with Flock’s strategy. But we focus here on Flock because it is a
new, up-and-coming company that industry analysts say is poised for major expansion both geographically and in the
kinds of technology it provides.

Sent from my iPad

2 attachments
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Fast-Growing Company Flock is Building a 
New AI-Driven Mass-Surveillance System 

 
By Jay Stanley 
March 3, 2022 

 

 

 

A new and rapidly growing surveillance company called Flock Safety is building a form of mass 

surveillance unlike any seen before in American life. The company has so far focused on selling 

automatic license plate recognition (ALPR) cameras to homeowner associations and other 

private parties, as well as to police departments. But it has done so through a business model that 

effectively enlists its customers into a giant centralized government surveillance network — and 

the company is aiming to expand its offerings beyond ALPR to traditional video surveillance, 

while also expanding its AI machine vision capabilities.  

 

In this paper, we look at this company’s products, business model, and future aims, and how 

those embody some of the more worrisome trends in surveillance technology today. Flock is not 

the only company engaging in mass collection of ALPR data; Motorola Solutions and the 

company it acquired, Vigilant Solutions, also run a giant nationwide ALPR database, and have 

recently made a bid to compete with Flock’s strategy. But we focus here on Flock because it is a 

new, up-and-coming company that industry analysts say is poised for major expansion both 

geographically and in the kinds of technology it provides.  

 

 

A public/private license-scanning network 
 

A startup founded in 2017, Flock has grown rapidly, riding two major trends in the security 

camera industry: a move to cloud services, and video analytics. The company recently attracted 

$300 million in venture capital investments, which industry analysts say is “unparalleled in the 

video surveillance industry” and will put the company “in a position to expand aggressively over 

the next few years.” The company makes grandiose claims about its mission, which it says is to 

“eliminate nonviolent crime across the United States.”  
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https://ipvm.com/reports/trend-21
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Flock says its fixed cameras have been installed in 1,400 cities across the U.S. and photograph 

more than a billion vehicles every month, and its ambition is to expand to “every single city in 

America.” Flock also has a partnership with the body camera company Axon to provide mobile 

ALPR devices for police vehicles. Flock’s cameras allow private customers like homeowner 

associations as well as police customers to create a record of the comings and goings of every 

vehicle that passes in front of the cameras. But the service goes well beyond that; it feeds that 

data into a centralized database run by Flock. As the company tells police:  

 

If you know the specific license plate in question, use FlockOS to get a detailed report of 

the suspect vehicle’s history over a given timeframe. 

 

Use FlockOS’s local and national search network to find the suspect vehicle across state 

lines, including up to 1 billion monthly plate reads. All this is included, for FREE, for any 

Flock Safety customer. 

 

Flock not only allows private camera owners to create their own “hot lists” that will generate 

alarms when listed plates are spotted, but also runs all plates against state police watchlists and 

the FBI’s primary criminal database, the National Crime Information Center (NCIC). When a 

camera scores a hit against one of those databases, law enforcement receives an immediate 

notification. As Flock CEO Garrett Langley explained in 2020:  

 

We have a partnership through the FBI that we monitor all of the cameras for about a 

quarter of a million vehicles that are known wanted — either stolen, it’s a warrant, it’s an 

amber alert. And so at any given time — about 20 times an hour — we will notify local 

authorities. … In January we reported just over 67,000 wanted vehicles across the 

country. 

 

This giant surveillance network might also be used by immigration authorities to deport people, 

as is Motorola’s private ALPR database. Asked by Vice News whether Flock could be used for 

such purposes, Langley said, “Yes, if it was legal in a state, we would not be in a position to stop 

them,” adding, “We give our customers the tools to decide and let them go from there.” 

 

All of this means that those who purchase Flock cameras are effectively buying and installing 

surveillance devices not just for themselves, but for the authorities as well, adding their cameras 

to a nationwide network searchable by the police. The closest thing to this model we have seen 

before is the doorbell camera company Ring, which also raises many troubling issues. But Flock 

is working (and enlisting its customers to work) directly as an agent of law enforcement even 

more than Ring. It says it is “working with” over 700 law enforcement agencies and, according 

to Langley,  

 

At the end of the day, we view the police department as our actual end-user. They’re the 

only ones that can make an arrest. So neighborhoods, apartment complexes, motels, 

hotels, malls, hospitals — they might pay for the camera, but more often than not the 

only ones that are actually looking at it are the police. … Most of our software is actually 

running in the patrol vehicles. So if there’s a crime, or there’s a stolen car that drives by, 
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https://ipvm.com/reports/flock-e?code=wskdgsd
https://www.washingtonpost.com/technology/2021/10/22/crime-suburbs-license-plate-readers/
https://vimeo.com/406334980#t=9m30s
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https://www.aclu.org/blog/immigrants-rights/ice-and-border-patrol-abuses/documents-reveal-ice-using-driver-location-data
https://www.motorolasolutions.com/en_us/video-security-access-control/license-plate-recognition-camera-systems/vigilant-platesearch-lpr-analytics-software.html
https://www.vice.com/en/article/bvx4bq/talon-flock-safety-cameras-police-license-plate-reader
https://www.aclu.org/blog/privacy-technology/surveillance-technologies/should-you-buy-ring-doorbell-camera
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we’re notifying the nearest officer, typically within a few seconds from when that 

happens, and they can turn on the blue lights and go get ‘em.  

 

As with Ring, police departments appear to be coordinating with Flock in ways that are 

unseemly for agencies serving the public. Vice reported that it obtained emails showing that 

“Flock works closely with police to try and generate positive media coverage, improve their PR 

strategy, and … ‘bring more private cameras into the area.’” Flock has also helped write police 

press releases, Vice found, and officers appear in Flock promotional videos. Emails obtained by 

the video surveillance industry research group IPVM show local Texas police referring 

homeowners associations and other neighborhood groups to Flock, advocating for the company 

at community meetings, providing the company with neighborhood contact lists, and introducing 

other police chiefs to company sales managers. In 2020, Langley told a police audience, 

 

When you partner with Flock … you’re also getting a new ability to do public outreach. 

… Every single day we’re working with our chiefs and their command staff to host 

community events, to build awareness, and more importantly, build a common trust and 

relationship between your constituents and the police department. And the end result is 

more cameras at no cost to you. 

 

The company has run into trouble for pushing police departments to embrace its technology 

without getting the approval of the communities those departments serve. It has also created 

conflict in some communities where its cameras have been proposed or adopted, and sparked 

well-founded concerns that the technology might have a disproportionate effect on communities 

of color and other vulnerable communities.  

 

Centralization of data 
 

When a neighborhood association buys a Flock camera, it is basically contributing a piece of 

equipment to a new nationwide law enforcement surveillance infrastructure that, as Slate put it, 

means even “small-town police departments can suddenly afford to conduct surveillance at a 

massive scale.” 

 

Flock can gather the information captured by its cameras around the country into its own 

centralized database because it is a cloud-based service provider rather than a mere seller of 

hardware. That database is available to more than 500 U.S. police departments. As a business 

matter, this allows the company to benefit from self-reinforcing network effects. But if Flock 

cameras become as widespread and densely placed as the company hopes, law enforcement will 

gain the ability to know the detailed movements of virtually any vehicle for as far into the past as 

that data is held. That would create enormous risks of privacy violations and other abuses and 

would have significant legal implications as well.  

 

And the risk of abuse by government is all too real. Unfortunately, this country has a long 

tradition, extending up to the present, of law enforcement targeting people not because they’re 

suspected of criminal activity but because of their political or religious beliefs or race. That 

includes quasi-private surveillance. There are also many documented instances of individual 

officers abusing police databases, including ALPR databases.  
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We have long had concerns about the dangers posed by hybrid public-private surveillance 

practices — but Flock threatens to take that to a new level. In the past we have noted that 

distributed private surveillance cameras are less of a threat to civil liberties than centralized 

surveillance networks — but also warned that if all those private cameras were connected to a 

cloud, the effect would be to re-centralize them. By pulling all the data recorded by its customers 

— including its police customers — into its own centralized servers, Flock not only creates an 

enormously powerful private-public machine sweeping up data on Americans’ activities, but puts 

itself at that machine’s center. It’s bad enough when law enforcement engages in such mass 

surveillance, but to have such data flowing through a private company creates an additional set 

of incentives for abuse.  

 

For one thing, there are no checks and balances on the use of this database. The lack of proper 

checks on the behavior of law enforcement is well established — and studies suggest improper 

use of ALPR in particular may be widespread. Nor are there adequate checks on Flock. The 

company says it only keeps ALPR data for 30 days, but no laws require them to honor that 

promise. The company controls an enormous data set that could probably be monetized in 

various ways — and while the company is growing fast now, boom times never last forever. 

What will future managers do if the company hits tough times, the spotlight has moved on from 

their controversial role, and they’re tempted to reach for revenue they’re flushing out of their 

database every 30 days? How might they use their tool against competitors, or against workers, 

say, if they find themselves fighting a union battle?  

 

We’ve already had a glimpse of what can go wrong with cloud surveillance providers in the case 

of the company Verkada, which was hacked and found to be secretly tapping into its customers’ 

cameras. Indeed, think what present or future leaders or employees at Flock could do with that 

power — or what they could be pressured or forced into doing by unscrupulous government 

officials. We know that Ring gave workers access to every Ring camera in the world, together 

with customer details. Other companies offering cloud services have also run into controversy 

from granting such access, including Google, Microsoft, Apple, and Facebook. Those companies 

accessed people’s data to improve their AI models, which are always hungry for real-world data. 

Flock likewise says that its cloud architecture “allows us to continue to improve the software and 

deploy enhancements out to our cameras in real-time.” 

 

Of course, the authorities and the company are not the only possible sources of abuse; there are 

plenty of reasons to worry about nosy homeowner association board members and the like using 

this tool to snoop on the comings and goings of their neighbors (and their neighbors’ friends, 

family, lovers, etc.). Neighborhood administrators are not subject to even such training and 

oversight as is applied to the police, and don’t generally know how to impose access restrictions, 

if they even think of doing so.  

 

It is true that all vehicles are required to display license plates, and in our past work on ALPRs 

we have written that license plate readers would pose few civil liberties risks if they only 

checked plates against legitimate hot lists and these hot lists were implemented soundly. But we 

also noted that a proliferation of cameras and widespread sharing allow for the creation of 

intrusive records of our comings and goings, create chilling effects, and open the door to abusive 
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https://www.aclu.org/issues/privacy-technology/location-tracking/you-are-being-tracked
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tracking. And the scale of what Flock is doing goes far beyond what was contemplated when 

ALPRs first arrived on the scene.  

 

Accuracy problems 
 

ALPR is also bedeviled by accuracy problems. In tests, IPVM found that Flock’s ALPR worked 

well overall compared to other products — but nothing is perfect, and even a low error rate can 

produce tragic consequences given the scale of Flock’s operations. In particular, IPVM found 

that Flock’s system misidentified a license plate’s state about 10 percent of the time. Given that 

state misidentification errors have led to innocent people being terrorized by the police as 

presumed dangerous criminals, that is a real problem.  

  

The FBI’s NCIC database that Flock checks plates against is notoriously inaccurate, and people 

have been badly harmed by inaccuracies in that database, including through ALPR cameras. 

Federal law requires that government agencies maintain records used to make “any 

determination about any individual” with “such accuracy, relevance, timeliness, and 

completeness as is reasonably necessary to assure fairness to the individual in the 

determination.” That doesn’t seem like too much to ask — but when it comes to its NCIC 

database, the FBI felt compelled to exempt itself from that law.  

 

One detective also told colleagues on LinkedIn that “today we almost did a felony stop on a 

stolen vehicle that wasn’t actually stolen,” and reminded them that when dealing with stolen cars 

they must “remember to remove the vehicle if it’s recovered.” A system dependent on busy and 

sometimes sloppy officers to remember to carry out such follow through is also a recipe for 

trouble. 

 

Another source of potential error is that Flock’s cameras download fresh hit lists from the NCIC 

only twice a day, which creates the possibility that the removal of a plate from the hotlist will 

cause out-of-date alerts to be sent to law enforcement for up to 12 hours until the next update.  

 

The accuracy problems with ALPRs have led to many incidents in which people have been 

subject to traumatic treatment by law enforcement because of errors. And when law enforcement 

comes running on high alert because technology has raised an alarm, those most likely to be 

subject to such treatment — or worse — are Black people and members of other vulnerable 

communities for whom even the most casual encounter with law enforcement can turn deadly.  

 

When the only people running plates were police officers doing so manually and only when they 

personally witnessed a suspicious vehicle, errors in law enforcement databases like the NCIC 

occasionally had bad effects. But when plates are being run 500 million times a month, the 

consequences of errors in those databases become greatly magnified. (For more on the problems 

ALPR devices present see the ACLU’s 2013 report and this 2017 Electronic Frontier Foundation 

page on the technology.) 
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Beyond license plates 
 

Flock does not plan to remain limited to ALPR cameras. Langley, its CEO, told IPVM that the 

company is working on ideas for traditional camera products and sees “a ton of opportunity in 

the traditional [surveillance] market.” 

 

Already, the photos taken by Flock’s ALPR cameras capture more than just license plates; the 

photos are used to create what the company calls a searchable “Vehicle Fingerprint.” Using a 

“proprietary machine learning algorithm,” the company says, it gathers “vehicle make, type, 

color, license plate, state of the license plate, covered plates, missing plates, and unique features 

like roof racks and bumper stickers.” Presumably that would allow searches for all vehicles that 

include a particular political bumper sticker, enabling people to be targeted based on the exercise 

of their First Amendment-protected free expression rights.  

 

If Flock applies its public-private business model and its camera technology to ordinary 

surveillance cameras, it will be super-charging the spread of centralized police camera networks 

and helping transform video surveillance from sporadic collections of cameras into truly 

powerful dragnet surveillance tools.  

 

The spread of such systems has been slow because of the expense involved — but Flock could 

end that. In October 2021, I attended a security conference where security industry analyst and 

publisher John Honovich of IPVM told attendees that Flock represents a new, disruptive business 

model in the surveillance video industry. Outdoor cameras have always been orders of 

magnitude more expensive than indoor cameras, he said, because they are so difficult to install; 

running power and data lines to outdoor cameras is no easy feat, and they require costly 

maintenance contracts.  

 

Flock is focused on solving what has been a very hard problem of outdoor installations with a 

new model based on three technologies that are rapidly improving: solar power, wireless 

connectivity, and artificial intelligence. The rapid decline in the cost of solar power has made 

solar cameras more economical, and wireless connectivity continues to improve as well. Most 

significantly, perhaps, improving AI computer vision allows cameras to constantly monitor a 

scene and only send data off the camera when the AI has determined that something of 

significance has appeared. In the case of ALPR, that would be a vehicle driving by — but it 

could be anything. Sending still photos or short clips of scenes identified as significant by AI 

algorithms allows for the installation of large numbers of cameras without the strain on 

bandwidth and storage capacities that full-motion video cameras often bring.  

 

According to Honovich, “it’s clear that Flock will get much bigger,” and the company is “a 

threat to any incumbent doing city-wide systems.” One officer says in a company promotional 

video that police have even started using the company’s name as a verb — as in, “Have you 

Flocked that tag yet?”  
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Expanding analytics 
 

In addition to looking at a move toward full-motion surveillance, Flock’s ambitions include 

expanding its analytics offerings beyond ALPR. Already, for example, its system can carry out 

what it calls “convoy analysis,” which involves doing proximity analyses to identify vehicles that 

are near to each other at crucial times and therefore presumably associated with each other. And 

in a sales video seen by Vice (apparently since removed from YouTube), the company said it can 

detect people, cars, animals, and bicycles, a further indication of the company’s interest in 

expanded video analytics.  

 

The company has also announced a troubling expansion of its ALPR devices into audio 

recording and analytics, unveiling an augmented version of its ALPR cameras called “Raven” 

that purports to provide audio gunshot and “crime detection” as cloud services. This service will 

use AI to attempt to identify the sounds of gunshots, screeching tires, breaking glass, and sawing 

metal (to try to detect catalytic converter theft).  

 

The Raven product raises questions about Flock’s direction as AI and machine vision continue to 

improve. Today the company reads license plates and bumper stickers; tomorrow that could 

expand to t-shirts and tattoos. And how long before it offers products claiming to be able to 

visually detect guns, fighting, muggings, “aggression,” or “anomalous” behavior? All of these 

and many more capabilities are currently being worked on by computer scientists. We discussed 

this trend in more detail in our 2019 report on video analytics, but the long-term threat is that 

millions of cameras will be turned into ever-watchful digital officers, never sleeping or distracted 

but highly biased and error-prone, monitoring us constantly and ready to report us to our 

neighbors or the authorities. Indeed, one of Flock’s marketing slogans makes this analogy 

explicit, saying that its cameras “see like a detective.” 

 

Flock has another product called “Wing” that allows police to scan through thousands of hours 

of footage to extract vehicle “fingerprints” for searching — an extremely powerful new 

surveillance capability. It can thus transform existing third-party cameras owned by police 

departments into cameras that the company says can — yes — “see like a detective.” The power 

of cloud AI analytics is that they’re not tied to any particular hardware.  

 

Even more so than license plate recognition, other forms of AI are also notoriously brittle and 

unreliable. It’s highly questionable how effective Flock’s Raven audio analytics service will be, 

for example. The gunshot detection company ShotSpotter similarly uses microphones distributed 

across a city to listen for gunshots, but mostly relies on human analysts to try to differentiate 

between gunshots and other loud bangs — and even so, questions have been raised about 

ShotSpotter’s false alarm rate and overall effectiveness. The number of false alarms triggered by 

Raven will likely prove to be significant and perhaps dysfunctional.  

 

And of course, Flock will want to access its customers’ cloud data in order to improve its AI, as 

it says it is already doing with ALPR data. If and when the company moves into collecting live 

video and other increasingly sensitive data, it will create a significant privacy issue as well. 

Raven also raises significant legal issues due to wiretapping laws (see below).  

 

Attachment 1

https://www.govtech.com/biz/flock-safety-gives-users-expanded-vehicle-location-abilities
https://www.vice.com/en/article/bvx4bq/talon-flock-safety-cameras-police-license-plate-reader
https://ipvm.com/reports/flock-raven-expand?code=comment
https://www.aclu.org/blog/privacy-technology/surveillance-technologies/bogus-aggression-detectors-are-audio-recording
https://www.aclu.org/report/dawn-robot-surveillance
https://www.flocksafety.com/articles/travel-safety-tips
https://www.flocksafety.com/flock-for-police/
https://money.yahoo.com/flock-safety-announces-wing-integration-150000900.html
https://www.nature.com/articles/d41586-019-03013-5
https://www.aclu.org/blog/privacy-technology/surveillance-technologies/shotspotter-ceo-answers-questions-gunshot
https://www.aclu.org/news/privacy-technology/four-problems-with-the-shotspotter-gunshot-detection-system


8 

 

Flock is already building an unprecedented, public-private, distributed-yet-centralized 

surveillance machine. All the risks posed by such a machine will only grow if the company 

expands its offerings from ALPR to traditional surveillance cameras and to advanced new forms 

of behavioral analytics. 

 

Privacy practices 
 

Flock constantly claims to be “privacy friendly” to try to disarm one of the primary obstacles to 

its acceptance by communities. It says it doesn’t do face recognition, which is good (though that 

wouldn’t stop an end-user police department from doing so once it had downloaded an image of 

a person). For auditing purposes, it includes a data field in which police enter the reason for a 

search, which is good. It also says it doesn’t sell or share ALPR data with third parties (other 

than through its database service, which is part of what it is selling with its products), and only 

retains plate data for 30 days. “With built-in 30-day data retention, everyone’s comfortable,” 

Langley claims.  

 

Everyone is not comfortable. An even shorter retention period would be better, but this system 

would be far worse than it is if the retention period were longer. Still, given the scale of this 

system, 30 days is a long enough window that it poses real privacy risks, especially if Flock 

cameras continue to grow, providing an ever-more-detailed record of people’s movements. 

People can engage in a lot of perfectly legal yet private behavior within 30 days — movements 

that would reveal things about their political, financial, sexual, religious, or medical lives that 

nobody in the police or in a company like Flock has a right to track. As discussed below, a 

majority on the Supreme Court has explained that tracking a vehicle with GPS constitutes a 

“search” for Fourth Amendment purposes even when the tracking only lasts 28 days. And the 

court later held that obtaining seven days of location information about a person was a Fourth 

Amendment “search,” too. 

 

Whenever questioned about privacy, Flock executives mention these policies, as if that’s the end 

of it. But it’s not the end of it; there are many other privacy implications of license plate 

recognition in general, and Flock’s system in particular, that communities need to consider. 

Flock may not sell its data but the company itself holds it. And as IPVM aptly put it, if the 

company achieves its growth targets, “it will effectively become a gigantic private entity that is 

performing public policing work.” The privacy protections Flock likes to tout are necessary but 

not sufficient in a system playing that role at such a scale, and Flock’s products raise many 

privacy issues that aren’t addressed by the privacy practices that they cite. And again, we have 

no way of knowing whether Flock is following its stated policies, and it could change those 

policies at any time.  

 

 

A system of mass surveillance 
 

Altogether, Flock’s ALPR network adds up to a system of mass surveillance — a system that 

seems poised to expand beyond just license plate recognition. Mass surveillance systems have 

long been feared by people who value open, democratic societies, and for good reason. The 

ability to access a record of all our activities — even if just when we’re in public spaces — 
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conveys the power to learn an enormous amount about our social, political, sexual, medical, and 

religious lives. Mass surveillance simply gives too much power to those who control it. Such 

power lends itself too easily to abuse, chilling people who might want to protest those in power 

or otherwise exercise their freedom of expression, and generally casting a pall over people’s 

freedom to live their lives without being watched.  

 

Surveillance systems also tend to have a disproportionate impact on Black and Brown and other 

historically disadvantaged communities. Often police departments install them 

disproportionately in communities of color. The NYPD used ALPR devices to abusively surveil 

mosques in the 2000s. And systems such as Flock’s enable the continuation and intensification 

of patterns of policing such as those uncovered by the Department of Justice in Ferguson, Mo. 

There, the DOJ found in a comprehensive report that the police department aggressively over-

enforced low-level, nonviolent “offenses” in communities of color (a pattern that has been found 

across the nation, including in New York City, Minneapolis, Chicago, North Carolina, 

Philadelphia, and Boston). In Ferguson and some other jurisdictions, low-level arrests were 

intentionally used to extract payments to fill municipal coffers. This practice draws poor people 

who can’t pay fines or who miss court dates into an escalating cycle of fees, fines, police stops, 

and general entanglement with the criminal justice system, amplifying petty offenses into ruined 

lives in a truly Dickensian dynamic. Many of those stops and fines involve automobiles, and a 

dragnet ALPR surveillance system lends itself very naturally to supporting that kind of policing.  

 

Legal analysis 
 

The system that Flock has built and is building could have many bad effects, but does it violate 

the law or Constitution?  

 

The first question is whether the fact that people and/or their license plates are being 

photographed in public means that there can’t be any legal violation of privacy. That claim does 

not appear to be winning acceptance in the courts.  

 

In a pair of cases involving police use of digital-age technologies to track or aggregate peoples’ 

locations and movements, the Supreme Court has explained that “individuals have a reasonable 

expectation of privacy in the whole of their physical movements” because of the “privacies of 

life” those movements can reveal. In United States v. Jones, a majority of the court wrote that 

using a GPS tracker to follow a car’s movements for 28 days constitutes a Fourth Amendment 

search, observing that the ability to “secretly monitor and catalogue every single movement of an 

individual’s car for a very long period” raised serious concerns. More recently, the court held in 

Carpenter v. United States that when police request seven days or more of a person’s historical 

cell phone location information from a cellular service provider, a warrant is required. That’s 

because of the “deeply revealing nature” of these digital location records, their “depth, breadth, 

and comprehensive reach,” and the “inescapable and automatic nature of [their] collection.” 

These rulings expressly rejected the argument that the public nature of the targets’ movements 

meant they had no legally significant expectation of privacy. 

  

Automated license plate readers raise the same concerns the court addressed in Jones and 

Carpenter: they facilitate detailed, pervasive, cheap, and efficient tracking of millions of 
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Americans in previously unthinkable ways. ALPR data can reveal private and sensitive details 

about a person’s life — details that individuals reasonably expect to remain private — and 

searches of ALPR databases by law enforcement to find evidence of criminal activity should 

require a warrant. As the Massachusetts Supreme Judicial Court recently observed, “With 

enough cameras in enough locations, the historic location data from an ALPR system ... would 

invade a reasonable expectation of privacy and would constitute a search for constitutional 

purposes.” 

 

And what holds for ALPR cameras should also hold for any future mass-surveillance camera 

systems that can track people in equivalent ways — for example, by using a centralized network 

of public and private cameras combined with face recognition or other forms of video analytics 

or biometrics.  

 

The second question is whether Flock’s status as a private company affects this analysis — after 

all, only the government is constrained by the Fourth Amendment. And in fact, in many contexts, 

private actors have a right to take photographs that is protected by the Constitution’s First 

Amendment. That right is not absolute, however; lawmakers, if they so choose, do have the 

authority to regulate photography that interferes with Americans’ reasonable expectations of 

privacy, such as in private spaces like restrooms or people’s homes. The deployment by private 

parties of surveillance systems such as camera networks that track people across space and time 

implicate similarly pressing privacy concerns.  

 

But if lawmakers fail to enact such privacy protections, does the Constitution have anything to 

say about a private company like Flock engaging in such surveillance? It might, if Flock were 

acting in concert with police departments to the extent that courts would consider it a “state 

actor.” In past cases, the Supreme Court has found private parties to be state actors (and therefore 

subject to the Constitution and other laws that apply to the government) where: 

 

• Private parties perform public functions that have traditionally and exclusively been 

performed by the government. 

• The government influences and encourages the performance of private actions. 

• The government and a private actor enter into a “joint enterprise” or “symbiotic 

relationship” or become “pervasively entwined” with each other. 

 

This body of law prevents the government from evading its constitutional responsibilities by 

delegating power to and hiding behind private entities. In the ACLU’s recent successful 

challenge to the City of Baltimore’s persistent aerial surveillance program, the City did not even 

dispute that the third party surveillance vendor conducting its surveillance operations was a state 

actor under the relevant law. Given Flock’s actual entanglement and symbiotic relationship with 

law enforcement, there would at a minimum be a plausible case that Flock fits this definition and 

that its ALPR services — and potentially other mass-surveillance services such as a Raven audio 

recording network or other future offerings — are therefore constrained by constitutional privacy 

rights.  

 

State laws are also relevant in assessing the legality of ALPR deployments. Sixteen states have 

passed statutes regulating ALPR devices. A few state laws regulate or ban certain private uses of 
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ALPR, which would of course directly affect the legality of Flock’s business model in those 

states. But most of the state laws regulate how law enforcement uses ALPR. California, for 

example, bans state police departments from sharing ALPR data with out-of-state and federal 

agencies, but a number of departments are violating the law. (The ACLU of Northern California 

is suing over this violation.)  

 

State constitutions, many of which have stronger privacy protections than the federal 

Constitution, may also impose limits on private surveillance business models such as Flock’s. 

Some state constitutions, such as California’s, also place more limits on private actors.  

 

A major question this raises is whether any police departments are using their reliance on this 

private company to do an end run around these laws. Judges in Virginia, for example, ruled that a 

Virginia privacy law (which says that personal information “shall not be collected” by state 

agencies “unless the need for it has been clearly established in advance”) bars police from 

collecting and storing ALPR data outside of a specific investigation. But if the State Police were 

accessing Flock’s ALPR database without considering themselves as “collecting” the data held 

by Flock, that would represent an evasive end-run around the intent of Virginia’s law.  

  

Raven 

 

Aside from threatening to expand daily surveillance in American life from video to audio 

monitoring, Flock’s Raven gunshot detection product also raises significant legal questions. 

While the United States has millions of video cameras in public places, very few of them include 

microphones, and there’s a good reason for that. It’s not because mics are expensive or difficult 

to install, but because our wiretapping laws make it legally problematic to audio record people in 

public places. Laws in all the states and federal law make it illegal to record a conversation 

where the recording party is not a participant — and some state laws require the permission of all 

participants in a conversation. ShotSpotter’s microphones have survived scrutiny on this score 

partly because most of its mics are placed high above street level, where they can better hear 

gunshots and be shielded from everyday sounds. Those mics are also very narrowly targeted 

toward listening for gunshots, and there is no important privacy interest when it comes to the 

sound of gunshots in a city. Even so, we and other privacy advocates have been very wary about 

ShotSpotter’s product on that score. 

 

But Flock’s audio sensors, which come packaged with the license plate readers, are placed close 

to the ground so the ALPR can see vehicles, and are therefore much more likely to pick up 

conversations. They also extend their monitoring beyond loud percussive noises to other noises 

that are much more likely to be a regular part of human life. By listening for a broader variety of 

more ambiguous sounds, Raven is more likely to accidentally record conversations. And in the 

rich and complicated lives we lead, people might have good reasons to break glass, or saw metal, 

or make screeching sounds — not to mention other noises that might be mistaken for those 

sounds by the AI — and shouldn’t have to worry about police arriving on the scene every time 

they do so.  

 

Just recently my neighbor was bringing home groceries and dropped and shattered a glass bottle 

in her driveway. I found myself thinking about Flock’s product and how glad I was she didn’t 
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have to worry about the police showing up — something that, again, poses particular dangers for 

people of color.  

 

 
Recommendations for Public-Private Surveillance Systems 
 

Our nation should not permit the construction of any mass-surveillance systems, including 

through private-public law enforcement systems such as that being built by Flock. Legislators 

should enact rules governing ALPR along the lines of the recommendations we laid out in our 

2013 report, and extend them to private actors working closely with law enforcement. 

Policymakers should include the following updates to account for the changing landscape:  

 

• Given the increasing regional and national reach of ALPR systems, any non-hit data they 

collect should be permitted to be held only for very short periods. New Hampshire state 

law is a good model; it requires that where there is a hit, ALPR data “shall not be 

recorded or transmitted anywhere and shall be purged from the system within 3 minutes 

of their capture.” That policy allows the devices to be used to search for wanted vehicles 

but prevents the creation of dragnet location tracking databases. Retention periods of 30 

days are too long for surveillance systems with a breadth and scope of any significance.  

 

• No hot lists should be used unless they are certified by independent auditors as meeting 

the highest standards of due process (allowing people a meaningful way to have 

themselves or their vehicles removed including through adjudication by a neutral arbiter), 

legitimacy (being based only on individualized suspicion, and not being based on First 

Amendment-protected activity, for example), and reliability (including those standards 

imposed by the Privacy Act of 1974, a standard that the NCIC does not currently meet).  

 

• Law enforcement agencies should not share license plate reader data with third parties 

that do not conform to the above principles and should be transparent regarding with 

whom license plate reader data is shared. 

 

• Communities and their elected representatives should be especially hesitant to embrace 

networked surveillance cameras. Before investing in a partnership with Flock they should 

do some very careful legal analysis in light of the Supreme Court’s Carpenter decision.  

 

• Communities that have not yet enacted a CCOPS ordinance should not permit the police 

that serve them to deploy surveillance devices without first receiving approval from the 

city council or other elected governing body. The decision-making process around 

whether to deploy surveillance technology should be transparent and open to public input 

and debate. 

 

Businesses, community associations, and other private parties should consider the following 

when evaluating or deploying this technology: 
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• Private institutions should, at a minimum, think long and hard about whether they truly 

need ALPR or other dragnet surveillance devices, especially where vendors allow law 

enforcement — local and not — to search the data collected by any such devices.  

 

• Private institutions should not use ALPR or other dragnet surveillance devices unless 

they disclose that fact to their customers, residents, or others subject to the surveillance.  

 

• Housing and community associations that adopt such systems should ask sharp questions 

about their deployment such as: Who will have access to the data that is collected about 

you, your family, and friends or other visitors? Will there be any restrictions on the 

purposes for which data is accessed, or with whom it is shared, or can those with access 

browse through the data whenever they want? How will requests for access by residents, 

non-residents, those accused of wrongdoing, media outlets, or others be handled? Is there 

any logging of access to the data, or other mechanisms for enforcing rules about sharing 

and access? 

 

• Any associations that create their own hotlists should do so only in conformance with the 

principles above that are applicable to government hot lists. They should also create and 

publish policies people driving throughout the community can read and understand.  

 

Conclusion 
 

Flock is pushing the adoption of surveillance devices by private parties and folding them into a 

larger, centralized network that is fast becoming a key policing infrastructure, all while pushing 

to expand beyond license plate recognition to other forms of AI machine vision and 

simultaneously making it much easier to install and connect outdoor cameras. If successful, the 

convergence of these trends — whether under the aegis of Flock or other companies — threatens 

to bring an entirely new level of surveillance to American communities, where it will further 

undermine Americans’ privacy, disproportionately harm historically disadvantaged communities, 

and generally shift power to the government from the governed in our nation. 

 

 

### 
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Please enter into the record for Flock Camera AD Hoc meeting. Thank you! 

Christy Hollenbeck 
https://cao-94612.s3.us-west-2.amazonaws.com/documents/OMC-9.64-January-2021-005.pdf

Privacy Advisory Commission
The Privacy Advisory Commission provides advice to the City of Oakland on
best practices to protect Oaklanders' privacy rights in connection with the City's
purchase and use of surveillance equipment and other technology that collects
or stores our data. 

https://cao-94612.s3.us-west-2.amazonaws.com/documents/OMC-9.64-January-2021-005.pdf
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APPROVED AS TO FORM AND LEGALITY 

 

 

 ___________________________ 

CITY ATTORNEY’S OFFICE 

 

OAKLAND CITY COUNCIL 
 

ORDINANCE NO. ________________C.M.S. 
 

 

ORDINANCE AMENDING OAKLAND MUNICIPAL CODE CHAPTER 

9.64, WHICH REGULATES THE CITY’S ACQUISITION AND USE OF 

SURVEILLANCE TECHNOLOGY, BY (A):  

(1) CLARIFYING EXISTING DEFINITIONS AND ADDING NEW ONES; 

(2) CLARIFYING WHEN CITY STAFF MUST NOTIFY THE PRIVACY 

ADVISORY COMMISSION AND/OR SEEK CITY COUNCIL 

APPROVAL IN REGARDS TO THE ACQUISITION OF 

SURVEILLANCE TECHNOLOGY;  

(3) PROHIBITING THE CITY’S USE OF BIOMETRIC SURVEILLANCE 

TECHNOLOGY AND PREDICTIVE POLICING TECHNOLOGY; 

AND 

(B) ADOPTING CALIFORNIA ENVIRONMENTAL QUALITY ACT 

EXEMPTION FINDINGS  

 

WHEREAS, the City of Oakland first adopted a Surveillance Technology Ordinance 

(codified as Oakland Municipal Code or O.M.C. Chapter 9.64) in May 2018 and City staff have 

been working closely with the Privacy Advisory Commission (PAC) and learning from the 

implementation process since that time, and have identified areas that require refinement and/or 

clarification; and 

  

WHEREAS, the PAC has recommended that the definition of the Annual Surveillance 

Report should be revised to include information regarding the reporting of data sharing with 

outside entities, and information on the race of individuals that may have been identified using 

surveillance technology; and 

 

WHEREAS, the use of Biometric Surveillance Technology by government agencies in 

real time or on a recording or photograph is a growing concern for civil liberties and privacy 

advocacy groups;  and  
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WHEREAS the United States Department of Defense announced in June 2020 it was 

testing a new laser-based Biometric Surveillance Technology system capable of identifying 

people at a distance of up to 200 meters  by measuring their heartbeat, and police in China are 

testing gait-recognition Biometric Surveillance Technology that identifies people based on how 

they walk; and 

 

WHEREAS, the proposed amendments to O.M.C. Chapter 9.64 include a definition of 

the term Biometric Surveillance Technology and a provision banning the City’s use of such 

technology; and  

 

WHEREAS, there are other forms of Surveillance Technology that use biometric 

information, where such information is not collected in real time.  Such technology is vital to 

traditional operations of the City’s Police Department Crime Laboratory for solving serious 

violent crimes and needs to be distinguished from what this ordinance defines as Biometric 

Surveillance Technology; and  

 

WHEREAS, Predictive Policing Technology uses arrest data that can encode patterns of 

racist policing behavior and as a result, are more likely to predict a high potential for crime in 

minority neighborhoods or among minority people and several studies have shown that these 

tools perpetuate systemic racism, leading to disparate arrest rates; and 

 

WHEREAS, traditional records management systems, including computer aided dispatch 

systems, and field-based reporting systems, and Live Scan Machines do not pose significant civil 

liberty risks and should not be regulated in the same manner since they serve a critical core 

function of the police department; and 

 

WHEREAS, it is important that City departments seek approval from the City Council 

prior to purchasing or using new surveillance technology but should not have to return repeatedly 

for technology that already has an approved Use Policy in place; and 

 

WHEREAS, the Privacy Advisory Commission met with City staff on several occasions 

to refine the current ordinance to better protect Oaklander’s Civil Liberties and improve upon the 

original reporting and approval processes; and  

 

WHEREAS, the City Council has determined that this action is exempt from 

environmental review under the California Environmental Quality Act (CEQA) pursuant to: (1) 

CEQA Guidelines  Section 15061(b)(3), Review for Exemptions – General Rule, in that it can be 

seen with certainty that there is no possibility for this action to have a significant effect on the 

environment; and (2) CEQA Guidelines Section 15378(b)(5), since this action does not 

constitute a “project” within the meaning of CEQA and instead relates to “[o]rganizational or 
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administrative activities of [the City] that will not result in direct or indirect physical changes in 

the environment.” 

 

NOW, THEREFORE, THE CITY COUNCIL OF THE CITY OF OAKLAND DOES 

ORDAIN AS FOLLOWS: 

 

SECTION 1.  Recitals.  The City Council finds and determines the foregoing recitals to 

be true and correct and hereby adopts and incorporates them into this Ordinance. 

 

SECTION 2.  Amendments to Chapter 9.64 of the Oakland Municipal Code. 

Oakland Municipal Code Chapter 9.64, is hereby amended as set forth below. Chapter and 

section numbers and titles are indicated in bold type.  Additions are indicated in underline and 

deletions are shown as strikethrough. Provisions of Chapter 9.64 not included herein or not 

shown in underline or strikethrough type are unchanged. 

9.64.010 - Definitions. 

The following definitions apply to this Chapter. 

1.   "Annual Surveillance Report" means a written report concerning a specific surveillance 

 `technology that includes all the following: 

A.   A description of how the surveillance technology was used, including the type and 

 quantity of data gathered or analyzed by the technology; 

B.   Whether and how often data acquired through the use of the surveillance technology was 

 directly shared with outside entities, the name of any recipient entity, the type(s) of data 

 disclosed, under what legal standard(s) the information was disclosed, and the 

 justification for the disclosure(s); 

C.   Where applicable, a breakdown of what physical objects the surveillance technology 

 hardware was installed upon; using general descriptive terms so as not to reveal the 

 specific location of such hardware; for surveillance technology software, a breakdown of 

 what data sources the surveillance technology was applied to; 

D.   Where applicable, a breakdown of where the surveillance technology was deployed 

 geographically, by each police area in the relevant year; 

E.   A summary of community complaints or concerns about the surveillance technology, and 

an analysis of the technology's adopted use policy and whether it is adequate in 

protecting civil rights and civil liberties.  
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The analysis shall also identify the race of each person that was subject to the 

technology’s use. The Privacy Advisory Commission may waive this requirement upon 

making a determination that the probative value in gathering this information to evaluate 

the technology’s impact on privacy interests is outweighed by the City’s administrative 

burden in collecting or verifying this information and the potential greater invasiveness in 

capturing such data. If the Privacy Advisory Commission makes such a determination, 

written findings in support of the determination shall be included in the annual report 

submitted for City Council review; 

F.   The results of any internal audits, any information about violations or potential violations 

 of the Surveillance Use Policy, and any actions taken in response unless the release of 

 such information is prohibited by law, including but not limited to confidential personnel 

 file information; 

G.   Information about any data breaches or other unauthorized access to the data collected by 

 the surveillance technology, including information about the scope of the breach and the 

 actions taken in response; 

H.   Information, including crime statistics, that helps the community assess whether the 

 surveillance technology has been effective at achieving its identified purposes; 

I.   Statistics and information about public records act requests regarding the relevant subject 

 surveillance technology, including response rates; 

J.   Total annual costs for the surveillance technology, including personnel and other ongoing 

 costs, and what source of funding will fund the technology in the coming year; and 

K.   Any requested modifications to the Surveillance Use Policy and a detailed basis for the 

 request. 

2.   “Biometric Surveillance Technology” means any computer software that uses Face  

 Recognition Technology or Other Remote Biometric Recognition in real time or on a 

 recording or photograph. 

2 3.     "City" means any department, agency, bureau, and/or subordinate division of the City of 

 Oakland as provided by Chapter 2.29 of the Oakland Municipal Code. 

3. 4.  "City Staff" means City personnel authorized by the City Administrator or designee to 

 seek City Council approval of surveillance technology in conformance with this Chapter. 

4. 5.  "Continuing Agreement" means an agreement that automatically renews unless 

 terminated by one (1) party. 
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5. 6.  "Exigent Circumstances" means a law enforcement agency's good faith belief that an 

 emergency involving danger of, or imminent threat of the destruction of evidence 

 regarding, death or serious physical injury to any person requires the use of surveillance 

 technology or the information it provides. 

6. 7.  "Face Recognition Technology" means an automated or semi-automated process that: (A) 

 assists in identifying or verifying an individual based on an individual's face; or (B) 

 identifies or logs characteristics of an individual’s face, head, or body to infer emotion, 

 associations, expressions, or the location of an individual. 

7. 8.  "Large-Scale Event" means an event attracting ten thousand (10,000) or more people with 

 the potential to attract national media attention that provides a reasonable basis to 

 anticipate that exigent circumstances may occur. 

9.  “Other Remote Biometric Recognition” means: (A) an automated or semi-automated 

 process that (i) assists in identifying an individual, capturing information about an 

 individual, or otherwise generating or assisting in generating information about an 

 individual based on physiological, biological, or behavioral characteristics ascertained 

 from a distance; (ii) uses voice recognition technology; or (iii) identifies or logs such 

 characteristics to infer emotion, associations, activities, or the location of an individual; 

 and (B) does not include identification based on fingerprints or palm prints that have been 

 manually obtained during the course of a criminal investigation or detention.  

8. 10.  ”Personal Communication Device” means a mobile telephone, a personal digital 

 assistant, a wireless capable tablet and a similar wireless two-way communications and/or 

 portable internet accessing devices, whether procured or subsidized by a city entity or 

 personally owned, that is used in the regular course of city business. 

11.    “Predictive Policing Technology” means computer algorithms that use preexisting data to 

forecast or predict places or times that have a high risk of crime, or individuals or groups 

who are likely to be connected to a crime. This definition does not include computer 

algorithms used solely to visualize, chart, or map past criminal activity (e.g. heat maps).  

9. 12.  "Police Area" refers to each of the geographic districts assigned to a police commander 

 and as such districts are amended from time to time. 

10. 13. "Surveillance" or "Surveil" means to observe or analyze the movements, behavior, data, 

 or actions of individuals. Individuals include those whose identity can be revealed by 

 license plate data when combined with any other record. 

11. 14. "Surveillance Technology" means any software, electronic device, system utilizing an 

 electronic device, or similar technological tool used, designed, or primarily intended to 
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 collect, retain, analyze, process, or share audio, electronic, visual, location, thermal, 

 olfactory, biometric, or similar information specifically associated with, or capable of 

 being associated with, any individual or group. Examples of surveillance technology 

 include, but is not limited to the following: cell site simulators (Stingrays); automatic 

 license plate readers; gunshot detectors (ShotSpotter); facial recognition software; 

 thermal imaging systems; body-worn cameras; social media analytics software; gait 

 analysis software; video cameras that record audio or video, and transmit or can be 

 remotely accessed. It also includes software designed to monitor social media services or 

 forecast criminal activity or criminality, biometric identification hardware or software. 

 "Surveillance technology" does not include the following devices or hardware, unless 

 they have been equipped with, or are modified to become or include, a surveillance 

 technology as defined above: 

A.   Routine office hardware, such as televisions, computers, credit card machines, badge 

 readers, copy machines, and printers, that is in widespread use and will not be used for 

 any surveillance or law enforcement functions; 

B.   Parking Ticket Devices (PTDs); 

C.   Manually-operated, non-wearable, handheld digital cameras, audio recorders, and video 

 recorders that are not designed to be used surreptitiously and whose functionality is 

 limited to manually capturing and manually downloading video and/or audio recordings; 

D.   Surveillance devices that cannot record or transmit audio or video or be remotely 

 accessed, such as image stabilizing binoculars or night vision goggles; 

E.   Manually-operated technological devices used primarily for internal municipal entity 

 communications and are not designed to surreptitiously collect surveillance data, such as 

 radios and email systems; 

F.   City databases that do not contain any data or other information collected, captured, 

 recorded, retained, processed, intercepted, or analyzed by surveillance technology, 

 including payroll, accounting, or other fiscal databases. 

G.   Medical equipment used to diagnose, treat, or prevent disease or injury. 

H.   Police department interview room cameras. 

I.   Police department case management and records management systems, including 

 computer aided dispatch systems, and field-based reporting systems. 

J.   Police department early warning systems. 

Attachment 1



7 

 

K.   Personal communication devices that have not been modified beyond stock manufacturer 

 capabilities in a manner described above, provided that any bundled Face Recognition 

 Technology is only used for the sole purpose of user authentication in the regular course 

 of conducting City business. 

L.     Live Scan Machines (owned by Alameda County Sheriff but operated by Oakland Police 

 personnel.) 

12. 15. "Surveillance Impact Report" means a publicly-released written report including at a 

 minimum the following: 

 A.   Description: information describing the surveillance technology and how it works, 

  including product descriptions and manuals from manufacturers;  

 B.   Purpose: information on the proposed purposes(s) for the surveillance technology; 

 C.   Location: the location(s) it may be deployed, using general descriptive terms, and  

  crime statistics for any location(s); 

 D.   Impact: an assessment of the technology's adopted use policy and whether it is  

  adequate in protecting civil rights and liberties and whether the surveillance  

  technology was used or deployed, intentionally or inadvertently, in a manner that  

  is discriminatory, viewpoint-based, or biased via algorithm; 

 E.   Mitigations: identify specific, affirmative technical and procedural measures that  

  will be implemented to safeguard the public from each such impacts; 

 F.   Data Types and Sources: a list of all types and sources of data to be collected,  

  analyzed, or processed by the surveillance technology, including "open source"  

  data, scores, reports, logic or algorithm used, and any additional information  

  derived therefrom; 

 G.   Data Security: information about the steps that will be taken to ensure that   

  adequate security measures are used to safeguard the data collected or generated  

  by the technology from unauthorized access or disclosure; 

H.   Fiscal Cost: the fiscal costs for the surveillance technology, including initial 

purchase, personnel and other ongoing costs, operative or proposed contract, and 

any current or potential sources of funding; 

 I.   Third Party Dependence: whether use or maintenance of the technology will  

  require data gathered by the technology to be handled or stored by a third-party  

  vendor on an ongoing basis; 
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 J.   Alternatives: a summary of all alternative methods (whether involving the use of a 

  new technology or not) considered before deciding to use the proposed   

  surveillance technology, including the costs and benefits associated with each  

  alternative and an explanation of the reasons why each alternative is inadequate;  

  and, 

 K.   Track Record: a summary of the experience (if any) other entities,    

  especially government entities, have had with the proposed technology, including, 

  if available, quantitative information about the effectiveness of the proposed  

  technology in achieving its stated purpose in other jurisdictions, and any known  

  adverse information about the technology (such as unanticipated costs, failures, or 

  civil rights and civil liberties abuses). 

13. 16.   "Surveillance Use Policy" means a publicly-released and legally enforceable  

  policy for use of the surveillance technology that at a minimum specifies the  

  following: 

 A.   Purpose: the specific purpose(s) that the surveillance technology is intended to  

  advance; 

 B.   Authorized Use: the specific uses that are authorized, and the rules and processes  

  required prior to such use; 

 C.   Data Collection: the information that can be collected by the surveillance   

  technology. Where applicable, list any data sources the technology will rely upon, 

  including "open source" data; 

 D.   Data Access: the category of individuals who can access or use the collected  

  information, and the rules and processes required prior to access or use of the  

  information; 

 E.   Data Protection: the safeguards that protect information from unauthorized access, 

  including encryption and access control mechanisms; 

 F.   Data Retention: the time period, if any, for which information collected by the  

  surveillance technology will be routinely retained, the reason such retention  

  period is appropriate to further the purpose(s), the process by which the   

  information is regularly deleted after that period lapses, and the specific   

  conditions that must be met to retain information beyond that period; 

 G.   Public Access: how collected information can be accessed or used by members of  

  the public, including criminal defendants; 
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 H.   Third Party Data Sharing: if and how other city departments, bureaus, divisions,  

  or non-city entities can access or use the information, including any required  

  justification or legal standard necessary to do so and any obligations imposed on  

  the recipient of the information; 

 I.     Training: the training required for any individual authorized to use the   

  surveillance technology or to access information collected by the surveillance  

  technology, and the category of staff that will provide the training; 

 J.   Auditing and Oversight: the mechanisms to ensure that the Surveillance Use  

  Policy is followed, including internal personnel assigned to ensure compliance  

  with the policy, internal recordkeeping of the use of the technology or access to  

  information collected by the technology, technical measures to monitor for  

  misuse, any independent person or entity with oversight authority, and the legally  

  enforceable sanctions for violations of the policy; and 

 K.   Maintenance: The mechanisms and procedures to ensure that the security and  

  integrity of the surveillance technology and collected information will be   

  maintained. 

 17.     “Voice Recognition Technology” means the automated or semi-automated  

  process that assists in identifying or verifying an individual based on the   

  characteristics of an individual’s voice. 

9.64.020 - Privacy Advisory Commission (PAC) notification and review requirements. 

 1.   PAC Notification Required Prior to City Solicitation of Funds and Proposals for  

  Surveillance Technology. 

 A.   City staff shall notify the Chair of the Privacy Advisory Commission prior to: 

 1.   Seeking or soliciting funds for new surveillance technology or to replace existing  

  surveillance technology that has not been previously approved by the City   

  Council pursuant to the requirements of this Chapter, including but not limited to  

  applying for a grant; or, 

 2.   Soliciting proposals with a non-city entity to acquire, share or otherwise use  

  surveillance technology or the information it provides. 

 B.   Upon notification by city staff, the Chair of the Privacy Advisory Commission  

  shall place the item on the agenda at the next Privacy Advisory Commission  

  meeting for discussion and possible action. At this meeting, city staff shall inform 

  the Privacy Advisory Commission of the need for the funds or equipment, or shall 
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  otherwise justify the action city staff will seek Council approval for pursuant to  

  9.64.030. The Privacy Advisory Commission may make a recommendation to the  

  City Council by voting its approval to proceed, object to the proposal, recommend 

  that the city staff modify the proposal, or take no action. 

 C.   Should the Privacy Advisory Commission not make a recommendation pursuant  

  to 9.64.020 1.B., City staff may proceed and seek Council approval of the   

  proposed surveillance technology initiative pursuant to the requirements of  

  Section 9.64.030. 

 2.   PAC Review Required for New Surveillance Technology Before City Council  

  Approval. 

 A.   Prior to seeking City Council approval under Section 9.64.030, city staff shall  

  submit a surveillance impact report and a surveillance use policy for the proposed  

  new surveillance technology initiative to the Privacy Advisory Commission for its 

  review at a regularly noticed meeting. The surveillance impact report and   

  surveillance use policy must address the specific subject matter specified for such  

  reports as defined under 9.64.010. 

 B.   The Privacy Advisory Commission shall recommend that the City Council adopt,  

  modify, or reject the proposed surveillance use policy. If the Privacy Advisory  

  Commission proposes that the Surveillance Use Policy be modified, the Privacy  

  Advisory Commission shall propose such modifications to city staff. City staff  

  shall present such modifications to City Council when seeking City Council  

  approval under Section 9.64.030. 

 C.   Failure by the Privacy Advisory Commission to make its recommendation on the  

  item within ninety (90) days of submission shall enable the city entity to proceed  

  to the City Council for approval of the item. 

 3.   PAC Review Requirements for Existing Surveillance Technology Before City  

  Council Approval. 

 A.   Prior to seeking City Council approval for existing city surveillance technology  

  under Section 9.64.030 city staff shall submit a surveillance impact report and  

  surveillance use policy to the Privacy Advisory Commission for its review at a  

  regularly noticed meeting. The surveillance impact report and surveillance use  

  policy must address the specific subject matter specified for such reports as  

  defined under 9.64.010. 
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 B.   Prior to submitting the surveillance impact report and proposed surveillance use  

  policy as described above, city staff shall present to the Privacy Advisory   

  Commission a list of surveillance technology possessed and/or used by the city. 

 C.   The Privacy Advisory Commission shall rank the items in order of potential  

  impact to civil liberties. 

D.   Within sixty (60) days of the Privacy Advisory Commission's action in 9.64.020.3 

  1.C., city staff shall submit at least one (1) surveillance impact report and   

  proposed surveillance use policy per month the Privacy     

  Advisory Commission for review, beginning with the highest-ranking   

  items as determined by the Privacy Advisory Commission, and continuing  

  thereafter each month until a policy has been submitted for each item on the  

  list. 

City staff, acting on behalf of a particular department, agency, bureau, or other 

subordinate division of the City, is not required to submit a new surveillance 

impact report and surveillance use policy, until the Privacy Advisory Commission 

has completed its recommendation and analysis on any outstanding surveillance 

technology that has been previously submitted from such department, agency, 

bureau, or other subordinate division of the City.  

 E.   Failure by the Privacy Advisory Commission to make its recommendation on any  

  item within ninety (90) days of submission shall enable city staff to proceed to the 

  City Council for approval of the item pursuant to Section 9.64.030. 

9.64.030. - City Council approval requirements for new and existing surveillance 

technology. 

 1.   City staff must obtain City Council approval prior to any of the following: 

A.   Accepting state or federal funds or in-kind or other donations for surveillance 

technology, except for surveillance technology that has already been approved by 

City Council and for which a corresponding use policy is in effect; 

 B.   Acquiring new surveillance technology, or replacing existing surveillance   

  technology that has not been previously approved by the City Council pursuant to  

  the requirements of this Chapter, including but not limited to procuring such  

  technology without the exchange of monies or consideration; 

C.   Using new surveillance technology, or using existing surveillance technology or 

the information it provides for a purpose, in a manner, or in a location not 

previously approved by the City Council pursuant to the requirements of this 
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Chapter.  However, for surveillance technology that was acquired or was in use 

prior to enactment of this ordinance, such use may continue until the City Council 

votes to approve or reject the surveillance technology's corresponding 

surveillance use policy; or 

 D.   Entering into a continuing agreement or written agreement with a non-City entity  

  to acquire, share or otherwise use surveillance technology or the information it  

  provides, including data sharing agreements. 

 E.   Notwithstanding any other provision of this Section, nothing herein shall be  

  construed to prevent, restrict or interfere with any person providing evidence or  

  information derived from surveillance technology to a law enforcement agency  

  for the purposes of conducting a criminal investigation or the law enforcement  

  agency from receiving such evidence or information. 

 2.   City Council Approval Process. 

 A.   After the PAC notification and review requirements in Section 9.64.020 

have been met, city staff seeking City Council approval shall schedule for City 

Council consideration and approval of the proposed surveillance impact report 

and proposed surveillance use policy, and include Privacy Advisory Commission 

recommendations at least fifteen (15) days prior to a mandatory, properly-noticed, 

germane public hearing. City Council consideration and Aapproval may only  

occur at a public meeting that has been noticed in conformance with the Oakland 

Sunshine Ordinance. hearing. City staff shall not unreasonably delay scheduling 

any item for City Council consideration and approval at the next earliest 

opportunity.  

 B.   The City Council shall only approve any action as provided in this Article after  

  first considering the recommendation of the Privacy Advisory Commission, and  

  subsequently making a determination that the benefits to the community of the  

  surveillance technology outweigh the costs; that the proposal will safeguard civil  

  liberties and civil rights; and that, in the City Council's judgment, no alternative  

  with a lesser economic cost or impact on civil rights or civil liberties would be as  

  effective. 

 C.   For approval of existing surveillance technology for which the Privacy Advisory  

  Commission failed to make its recommendation within ninety (90) days of review 

  as provided for under 9.64.020 3.E, if the City Council has not reviewed and  

  approved such item within four (4) City Council meetings from when the item  

  was initially scheduled for City Council consideration, the city shall cease its use  

  of the surveillance technology until such review and approval occurs. 
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 3.   Surveillance Impact Reports and Surveillance Use Policies are Public Records.  

  City staff shall make the Surveillance Impact Report and Surveillance Use Policy, 

  as updated from time to time, available to the public as long as the city uses the  

  surveillance technology in accordance with its request pursuant to Section   

  9.64.020 A.1. 

9.64.035 - Use of unapproved technology during exigent circumstances or large-scale event. 

 1.   City staff may temporarily acquire or use surveillance technology and the data  

  derived from that use in a manner not expressly allowed by a surveillance use  

  policy in two (2) types of circumstances without following the provisions of  

  Section 9.64.030: (A) exigent circumstances, and (B) a large-scale event. 

 2.   If city staff acquires or uses a surveillance technology in the two (2)   

  circumstances pursuant to subdivision 1., the city staff shall: 

 A.   Use the surveillance technology to solely respond to the exigent circumstances or  

  large-scale event. 

 B.   Cease using the surveillance technology when the exigent circumstances or large  

  scale event ends. 

 C.   Only keep and maintain data related to the exigent circumstances and dispose of  

  any data that is not relevant to an ongoing investigation. 

 D.   Following the end of the exigent circumstances or large-scale event, report that  

  acquisition or use to the PAC at their next respective meetings for discussion  

  and/or possible recommendation to the City Council in accordance with the  

  Sunshine Ordinance, the Brown Act, and City Administrator deadlines. 

 3.   Any technology temporarily acquired in exigent circumstances or during a large- 

  scale event shall be returned within seven (7) days following its acquisition, or  

  when the exigent circumstances end, whichever is sooner, unless the technology  

  is submitted to the City Council for approval pursuant to Section 9.64.030 and is  

  approved. If the agency is unable to comply with the seven-day timeline, the  

  agency shall notify the City Council, who may grant an extension. 

 

9.64.040 - Oversight following City Council approval. 

1.    By April 30th March 15 th of each year, or at the next closest regularly scheduled 

Privacy Advisory Commission meeting, or no later than one year after adoption of a 
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Surveillance Use Policy, city staff must present a written annual surveillance 

report for Privacy Advisory Commission review for each approved surveillance 

technology item. If city staff is unable to meet the deadline, city staff shall notify 

the Privacy Advisory Commission in writing of staff's request to extend this 

period, and the reasons for that request. The Privacy Advisory Commission may 

grant a single extension of up to sixty (60) days to comply with this provision. 

 A.   After review by the Privacy Advisory Commission, city staff shall submit the  

  annual surveillance report to the City Council. 

 B.   The Privacy Advisory Commission shall recommend to the City Council that the  

  benefits to the community of the surveillance technology outweigh the costs and  

  that civil liberties and civil rights are safeguarded; that use of the surveillance  

  technology cease; or propose modifications to the corresponding surveillance use  

  policy that will resolve the concerns. 

 C.   Failure by the Privacy Advisory Commission to make its recommendation on the  

  item within ninety (90) days of submission shall enable the city entity to proceed  

  to the City Council for approval of the annual surveillance report. 

 2.   Based upon information provided in city staff's Annual Surveillance Report and  

  after considering the recommendation of the Privacy Advisory Commission, the  

  City Council shall re-visit its "cost benefit" analysis as provided in Section  

  9.64.030 2.B. and either uphold or set aside the previous determination. Should  

  the City Council set aside its previous determination, the city's use of the   

  surveillance technology must cease. Alternatively, City Council may require  

  modifications to the Surveillance Use Policy that will resolve any deficiencies. 

9.64.045 - Prohibition on City's acquisition and/or use of face recognition technology   

Biometric Surveillance Technology and Predictive Policing Technology. 

 A.   Notwithstanding any other provision of this Chapter (9.64), it shall be unlawful  

  for the City or any City staff to obtain, retain, request, access, or use: 

 1.   Biometric Surveillance Technology; or 

 2.      Predictive Policing Technology; or 

 3.   Information obtained from either Biometric Surveillance Technology or  

Predictive Policing Technology. 

 .1.   Face recognition technology; or  

Attachment 1



15 

 

 2.  Information obtained from face recognition technology. 

 B.  Only surveillance technology that uses biometric information in a manner that  

meets the definition of Biometric Surveillance Technology, as provided in Section 

9.64.010, shall be prohibited.   

 

C. City staff's inadvertent or unintentional receipt, access of, or use of any   

  information obtained from face recognition technology Biometric Surveillance  

  Technology or Predictive Policing Technology shall not be a violation of this  

  Section 9.64.045 provided that: 

  1.   City staff did not request or solicit the receipt, access of, or use of such  

   information; and 

  2.      City staff shall immediately destroy all copies of the information upon its  

   discovery and shall not use the information for any purpose, unless  

   retention or use of exculpatory evidence is required by law; and 

2. 3.  Upon discovery of such use, City staff logs such receipt, access, or use in  

its annual surveillance report  as referenced by Section 9.64.040  a written  

report and submits such report at the next regularly scheduled meeting of 

the Privacy Advisory Commission for discussion and possible 

recommendation to the City Council.  Such a report shall not include any 

personally identifiable information or other information the release of 

which is prohibited by law. In its report, City staff shall identify specific 

measures taken by the City to prevent the further transmission or use of 

any information inadvertently or unintentionally obtained through the use 

of such technologies; and 

  4.  After review by the Privacy Advisory Commission, city staff shall submit  

   the report to the City Council. 

9.64.050 - Enforcement. 

  1.   Violations of this Article are subject to the following remedies: 

  A.   Any violation of this Article, or of a surveillance use policy promulgated  

   under this Article, constitutes an injury and any person may institute  

   proceedings for injunctive relief, declaratory relief, or writ of mandate in  

   the Superior Court of the State of California to enforce this Article. An  

   action instituted under this paragraph shall be brought against the   

   respective city department, and the City of Oakland, and, if necessary to  
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   effectuate compliance with this Article or a surveillance use policy   

   (including to expunge information unlawfully collected, retained, or  

   shared thereunder), any other governmental agency with possession,  

   custody, or control of data subject to this Article, to the extent permitted  

   by law. 

  B.   Any person who has been subjected to a surveillance technology in  

   violation of this Article, or about whom information has been obtained,  

   retained, accessed, shared, or used in violation of this Article or of a  

   surveillance use policy promulgated under this Article, may institute  

   proceedings in the Superior Court of the State of California against the  

   City of Oakland and shall be entitled to recover actual damages (but not  

   less than liquidated damages of one thousand dollars ($1,000.00) or one  

   hundred dollars ($100.00) per day for each day of violation, whichever is  

   greater). 

  C.   A court shall award costs and reasonable attorneys' fees to the plaintiff  

   who is the prevailing party in an action brought under paragraphs A. or B. 

  D.   Violations of this Article by a city employee shall result in consequences  

   that may include retraining, suspension, or termination, subject to due  

   process requirements and in accordance with any memorandums of  

   understanding with employee bargaining units. 

9.64.060 - Secrecy of surveillance technology. 

 It shall be unlawful for the city to enter into any surveillance-related contract or other 

agreement that conflicts with the provisions of this Article, and any conflicting provisions in 

such future contracts or agreements, including but not limited to non-disclosure agreements, shall 

be deemed void and legally unenforceable. 

 To the extent permitted by law, the city shall publicly disclose all of its surveillance-

related contracts, including any and all related non-disclosure agreements, if any, regardless of 

any contract terms to the contrary. 

 

 

9.64.070 - Whistleblower protections. 

 1.   Neither the city nor anyone acting on behalf of the city may take or fail to take, or 

  threaten to take or fail to take, a personnel action with respect to any employee or  
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  applicant for employment, including but not limited to discriminating with respect 

  to compensation, terms and conditions of employment, access to information,  

  restrictions on due process rights, or civil or criminal liability, because: 

 A.   The employee or applicant was perceived to, about to, or assisted in any lawful  

  disclosure of information concerning the funding, acquisition, or use of a   

  surveillance technology or surveillance data based upon a good faith belief that  

  the disclosure evidenced a violation of this Article; or 

 B.   The employee or applicant was perceived to, about to, or assisted or participated  

  in any proceeding or action to carry out the purposes of this Article. 

 2.   It shall be grounds for disciplinary action for a city employee or anyone else  

  acting on behalf of the city to retaliate against another city employee or applicant  

  who makes a good-faith complaint that there has been a failure to comply with  

  any surveillance use policy or administrative instruction promulgated under this  

  Article. 

 3.   Any employee or applicant who is injured by a violation of this Section may  

  institute a proceeding for monetary damages and injunctive relief against the city  

  in any court of competent jurisdiction. 

SECTION 3.  Severability.  If any section, subsection, sentence, clause or phrase of this 

Ordinance is for any reason held to be invalid or unconstitutional by decision of any court of 

competent jurisdiction, such decision shall not affect the validity of the remaining portions of the 

Chapter.  The City Council hereby declares that it would have passed this Ordinance and each 

section, subsection, clause or phrase thereof irrespective of the fact that one or more other 

sections, subsections, clauses or phrases may be declared invalid or unconstitutional 

 

SECTION 4.   California Environmental Quality Act.  The City Council hereby finds 

and determines that this action is exempt from environmental review under the California 

Environmental Quality Act (CEQA) pursuant to: (1) CEQA Guidelines  Section 15061(b)(3), 

Review for Exemptions – General Rule, in that it can be seen with certainty that there is no 

possibility for this action to have a significant effect on the environment; and (2) CEQA 

Guidelines Section 15378(b)(5), since this action does not constitute a “project” within the 

meaning of CEQA and instead relates to “[o]rganizational or administrative activities of [the 

City] that will not result in direct or indirect physical changes in the environment.” 
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SECTION 5.  Effective Date.  This ordinance shall become effective immediately on 

final adoption if it receives six or more affirmative votes; otherwise it shall become effective 

upon the seventh day after final adoption. 

 

 

IN COUNCIL, OAKLAND, CALIFORNIA, 

 
PASSED BY THE FOLLOWING VOTE: 

 
AYES -FORTUNATO BAS, GALLO, GIBSON MCELHANEY, KALB, REID, TAYLOR, 

THAO AND PRESIDENT KAPLAN 
 

NOES – 

ABSENT –  

ABSTENTION – 

ATTEST:        

ASHA REED 
Acting City Clerk and Clerk of the 

Council of the City of Oakland, California 
 

 

Date of Attestation:        

 

 

 

 

 

 

 

 

 

3006267 
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CITY OF CARMEL-BY-THE-SEA
COMMUNITY MEETING

Staff Report 

October  24, 2024

TO: Community Meeting Members 

SUBMITTED BY: Chip Rerig, City Administrator

SUBJECT: Presentation and other documents received after agenda posting 

RECOMMENDATION:

BACKGROUND/SUMMARY:

FISCAL IMPACT:

PRIOR CITY COUNCIL ACTION:

ATTACHMENTS:

Carmel PD Crime Reporting_10-23-24
About Flock ALPR
Flock Group Services Agreement
Flock Camera Questions from previous Ad Hoc meetings
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